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 Research Methodology 

Accurate identification of methodology is often regarded as the most critical part of a research project.  Methodology is also the part of a research report that is most easily challenged by those who wish to disagree with outcomes or conclusions (e.g., faulty methodology results in faulty conclusions). 

Obviously, there are limitations on how detailed the methodology section of a research report should be.  It may be helpful to think of the required components of a well‑developed methodology section to resemble the essential elements of a well‑composed newspaper article: 

1. 
Who‑‑everyone with the project must be identified.  It is also important to identify how participants (e.g., researchers, subjects) were selected, especially if the concept of random selection applies to later data analysis. 

2.  
What‑‑every measurement must be provided.  There are limitations, however, on the appropriate means of  presenting data.  Indeed, the concept of data reduction is a vital concept for researchers who expect to generate effective reports.  (Many experienced researchers prefer to exercise data reduction by synthesizing the data into the form of a table.  Pertinent tables are usually included in the front matter of a report.  Additional data are often appended into the back matter.) 

3.  
When‑‑exact dates and times are essential for full identification of methodology.  (It may also be helpful to cite local events if the timing of these events could possibly influence results.  A timely example for this consideration could be "What Role Should the Federal Government Assume in Meeting the Basic Needs of the Homeless?"  Government funding is often based on research results, and many government studies employ analysis of public opinion.  Imagine how attitudes toward the homeless could be quite different only because of timing:  frozen bodies on city streets in January receive immediate attention in the media as opposed to an "invisible" problem of people drifting along our streets in July.  In July public opinion toward the homeless would likely be much different than public opinion during January.) 

4. 
Where‑‑location of events affects outcomes and must therefore be identified.  In education, training, and even in the hard sciences, results are often a factor of location.  Many projects that were very successful in a laboratory were unsuccessful in a non‑laboratory setting.  "Where" may also have an influence on subject selection, especially in research associated with the social sciences. 

5.  
Why‑‑procedures must be justified and based upon sound principles of practice.  Too often, the concept of justification of practice is neglected, even by experienced researchers.  It is argued that it is just as important for a researcher to justify their actions as it is to report results in an unbiased manner.  Quite simply, the rationale associated with selection of procedures has a major effect on outcomes‑‑we often "find" what we want to find.  Readers have a right to know the underlying influences and pejorative judgments associated with the study. 

6.  
How‑‑methodology and the general course of action should be so clear that a peer or other experienced colleague/associate should be able to either replicate the study or complete the study if the original researcher were unable to continue.  Many researchers prefer a narrative description of events with a summary of activities in the form of a table or appended log.  Of course, there is eventually a limitation of how much detail is required to clearly identify methodology.  And, it is certainly recognized that methodology is not a "cookbook recipe" where steps are in a sequential order only.  But, description of procedures is often an area requiring detail, among beginning students and experienced professionals alike.  It is easy, but dangerous, to assume that our actions are so obvious that they do not require explanation. 


Assumptions and Limitations 

Each research study is based upon underlying assumptions and limitations.  An operational definition may help clarify the  difference between these two terms and why it is necessary to  provide a full explanation of the concepts associated with these  terms. 

1.  
Assumption:  accepted truths associated with the study.  

A very common assumption in survey research is that differences in opinion are interval data.  That is to say, when responding to a statement by marking 1 (LOW), 2, 3, 4, or 5 (HIGH), it is assumed that the data are interval and that the difference between "1" and "2" is equal to the difference between "4" and "5."  However, do respondents also share in this assumption?  Do they share in this assumption for all survey statements? 

2.  
Limitation:  constraints on the design of the study and subsequently the ability to generalize beyond the studied sample.  

A typical limitation is sample size.  Many research studies would benefit from a sample size of 1,000 or more subjects.  Because of a wide variety of limitations (e.g., time, money, "political" influences, expertise), however, the researcher can only conduct the study with a sample size of 100.  Should the study be delayed until an adequate sample size can be obtained (if indeed this can be done at all)?   Or, should the study proceed, recognizing the limitation (constraint) of an inadequate sample size?
  These questions are often problems associated with the reality of conducting research and are only a small example of factors that must be considered when conducting or analyzing a research investigation. 


Data Collection 

Data can take many forms.  The number of communicants in a parish is one datum.  The religious conviction among these communicants is an entirely different type of datum.  Yet, both types of data would be associated with a research study into the religious beliefs and practices of members of a particular area. 

Data can also be conceptualized from many perspectives.  One  way to view data is to differentiate between parametric data and nonparametric data: 

1. 
Parametric data are "measured" data (Best, 1981:220). 

In the previous example on responses to a survey statement, selection of a "2" or a "4" is a measured datum.  (The researcher "measures" reaction to a particular statement through   administration of the survey). 

 
2.  
Nonparametric data "are either counted or ranked" data (Best,  1981:221).  

Imagine a group of people and weights.  The individual weight of one specific person would be a parametric datum (e.g., 152 pounds). However, the number of people in the group under 152 pounds would be a nonparametric datum.  In this case, you are merely "counting" the number of people who fit a previously identified criterion. 

The difference between parametric data and nonparametric data need not be confusing (although it often is).  If the datum was "measured," then you are dealing with a parametric datum.  If the datum was merely "counted," then you are involved with a  nonparametric datum.  (Selection of tests for statistical analysis and the ability to select the appropriate test are an important reason for learning how to differentiate between parametric data and nonparametric data.)  

Another way to conceptualize data is to differentiate between how data can be quantified or measured.  Best (1981:154) defined the quantification of data and the general concept of measurement as "a numerical method of describing observations or materials or characteristics."  Siegel (1956:21), in the definitive text on nonparametric statistics, simply stated that "the relation between the things being observed and the numbers assigned to the observations is so direct that by manipulating the numbers the physical scientist obtains new information about the things." 

Accordingly, it is generally agreed that there are four "types" or "levels" of data measurement: 

1.  
Nominal measurement:  Nominal data are "counted" and are conveniently placed into predefined categories.   

A common example is to count the number of males and females in a sample.  Assuming that each subject can only be either male or female at any one time, the number of male subjects is a nominal datum. 

2.  
Ordinal measurement:  Ordinal data are "ranked" data.  As such, ordinal data allow greater inference than data associated with the nominal scale. 

To return to the previous example on weights, imagine that the sample consisted of six subjects:

	Name
	Subject Code
	
	Name
	Subject Code

	Tom
	1
	
	Ted
	4

	Bob
	2
	
	Ruth
	5

	Sally
	3
	
	Mona
	6


As an example of how ordinal data can have utility in understanding relationships between subjects, imagine that you do not have a bathroom scale, but you instead use the concept of water displacement to "measure" the weights of each subject.

After this procedure you observe that the rank order (ordinal measurement) listing of subject weights, from heaviest subject to lightest subject, is:   

(1)  Ted  

(2)  Mona 

(3)  Tom  

(4)  Bob  

(5)  Sally 

(6)  Ruth  

It is now possible to easily see that Ted is the heaviest  person in the group and that Bob weighs less than Tom.  (Notice, however, that the data do not support the assumption that Bob is "thinner" than Tom.  The concept of "thin" or "overweight" is a matter of pejorative judgment based upon operational definitions that are not provided in this example.  Instead, you can only observe that Tom weighs more than Bob.)   

3.  
Interval measurement:  Interval data are measured in "equal intervals."  That is to say, "61," "32," and "93" could conceivably be three possible measures on  an interval scale.  Just by knowing that these measures are associated with an interval scale, you are able to make greater inference than the ability to generalize when using data associated with the nominal or ordinal scale.  

As an example, you can assume that with an interval scale, the difference between 61 and 62 is equal to the difference between 92 and 93.  You may not know what the difference represents, but you can assume that the differences are equal. 

The interval scale does have some limitations.  Consider a situation where scores on a test of CPU seconds for program execution (measured on an interval scale) ranged from 3.1 CPU seconds to 9.8 CPU seconds.  One point on this scale is 7.0 CPU seconds.  With interval data you may know that points on the scale represent equal units of measurement, but extreme caution is necessary for any further assumptions.  You may be incorrect if you assume that a 7.0 CPU seconds is twice as fast as 3.5 CPU seconds. 

Another limitation of the interval scale is that there is no "true" zero.  Imagine the limitations of basic math if no zero existed.  The interval scale is a very useful (and common) scale, but it is not the most rigorous scale for the measurement of data.  (Most questionnaires and survey instruments are designed to take advantage of the interval scale.  The most typical  example of the interval scale involves use of Likert‑type ratings.  The common structure of Likert‑type ratings is to construct a scale where 1 = LOW and 5 = HIGH.  Then, ratings are analyzed by giving attention to:  Number Responding, Mean, Standard Deviation.) 

4.
Ratio measurement:  Ratio data have the characteristics of interval data, but ratio data also have two other very important characteristics: 

     

A.  
Ratio data have a true zero (e.g., zero pounds indicates the "absence" of weight).  (Be very careful to identify measuring units.  In this example, zero pounds indicates the absence of "weight."  But, zero pounds does not indicate the absence of "mass."  Weight and mass are two different measuring units and you cannot assume that your reader will be able to  accurately infer the measuring unit.  Instead, it is your responsibility to provide that datum). 

      

B.  
Ratio data are "real" numbers and they can be subjected to standard mathematical procedures (e.g., addition, subtraction, multiplication, division).  Because of this characteristic, ratio data can be expressed in "ratio" form.  With ratio data, you can assume that "50" is truly "twice the measure of 25." 

From the previous example on subject weights, you may notice that you do not know exactly how much individual subjects weigh.  Neither do you know exactly how much "more" Ted weighs than Mona or how much "less" Sally weighs than Ted.  You also do  not know if Bob's weight is two‑thirds the weight of Mona.  To obtain this information you would need measurement on a ratio scale such as the data typically produced by weighing subjects on a bathroom scale.  If Ted weighed 167 pounds and if Mona weighed 165 pounds, then you would know that Ted is two pounds heavier than Mona.  (It is assumed, of course, that the scale is consistently accurate when used.  But, that is another issue associated with reliability and validity of data.) 

Up to this point, it might appear that data were restricted only to numerical representation, whether the representation involved "counted" data (e.g., number of red‑haired girls with freckles and pigtails in a Kindergarten class) or "measured" data  (e.g., potential baud rate of a prototype modem).  However, there are many other types of data and forms of data representation.  And, data can be obtained from many sources and not only from "measurement"  gained from a high‑tech measuring device. 

As such, an operational definition of data may help clarify the difference between "numerical" data and "non‑numerical" data.  Norusis (1988:2) defined data as "any materials that serve as a  basis for drawing conclusions."  Numbers are certainly a type of  data, but numbers are not the only type of data.  Other types of  data would include: 

1. Documents 

2. Anecdotal records or observations 

3. Physical objects  

4. Affidavits and oral testimony 

Because of the inherent limitations associated with many research projects, many researchers (including graduate students in the social sciences) would be well‑advised to remember that valuable contributions have been made to the profession with non‑numerical data.  Again, it is cautioned that the numerical treatment of data is often a contrived procedure based upon the Eurocentric desire to quantify everything into measurable terms.  As in nearly all ways of life, we tend to reflect our cultural background‑‑even in the way we conduct research and evaluation. 
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�	Review Isaac and Michael (1981, p. 193) for a review of Krejcie and Morgan (1970) and their work on NSample for NPopulation.
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